Week 7 Tuesday Notes

Andrew Sack

February 16, 2021

Today we will go over the midterm. I will be presenting solutions, but for a number of
problems there were many solutions. In particular, there are many examples one can give
for the questions that ask for examples.

1 Partl

In (a), (b), and (c) let V' be a nonzero vector space over a field F' (not necessarily finite
dimensional) and S a nonempty subset of vectors in V. Fully and accurately define what it
means for each of the following:

1.1 Part (a)

A vector v € V is in Span S if for some non-negative integer n, there exists aq,...,a, € F
and uq,...,u, € S such that v = ayuy; + - - - + a,u,, where the sum over 0 elements is taken
to be the zero vector.

1.2 Part (b)

S is linearly dependent if for some n € Z* there exists ay, ..., a, € F not all 0 and distinct
V1, ..., U, € S such that ayv; + ... + a,v, = 0.

1.3 Part (c)

S is linearly independent if it is not linearly dependent.



1.4 Part (d)

Let T : V — W be a linear transformation between finite dimensional vector spaces over a

field F'.
Let 8 = (v1,...,v) be an ordered basis for V' and v = (wy, ..., w,) be an ordered basis for

w.

The matrix representation of 7' with respect to (3, 7), denoted [T, is defined as follows:

a1,
For 1 <17 < m, there is a unique n-tuple u; = : such that Tv; = a1 ;w1 + - -+ 4 @y ;Wy,.

Qp i

)

[T~ is an n x m matrix where for 1 <14 < m, the i-th column is u;.



2 Part 11

Give examples of each of the following (You do not need to justify):

2.1 Part (a)

Let Ms(F') be the vector space over F' of 2 x 2 matrices. Find a basis for the subspace of
skew symmetric matrices {A € My(F)| A" = —A} in each of the following two cases:

2.1.1 Part (i)

F' is the field of two elements.

- 10 0 0 01
Take the basis: {(0 0)’(0 1),(1 O)}

2.1.2 Part (ii)

F' is the field of three elements.

. 0 1
Take the basis: { (_1 O) }

2.2 Part (b)

Give a specific example of a vector space with 27 elements and subspace of it with 9 elements.

Let F' be the field with 3 elements.

Take the vector space F* and the subspace F? x {0}.

2.3 Part (c)

Take R[z] and C[0, 1] as real vector space.



2.4 Part (d)

Define T' : M5(C) — CJ0, 1] by

T <(11,1 + ibl’l 12 + ibLQ

2 3 4 5 6 7
. (.17) = a1 +b1711’+a1,2$ +bl72.’£ +a2,13: +b27133 +CL272£E +b2721’
as1 + b1 ago + by2,2>

2.5 Part (e)

Take T : Rlz| — Rz] by T'(p(x)) = zp(x).

Take S : R[z] — Rz] by T'(p(z)) = p'(x), where p'(z) is the derivative of p(x).



3 Part III

3.1 Part (a)

Fully and accurately state and prove the Replacement Theorem.

Here we use “almost all” to mean “all but finitely many.”

Theorem: Suppose that S is a basis for V and z is an element of V' . If z = > «a,v with
veS
a, € F almost all zero and a,, # 0, then (S\ {vg}) U {x} is a basis for V .

Proof:
First we show that (S\ {vo}) U {z} spans V.

Observe that as o,y #0, vo =2 — Y 2o
veS—{vo} vo

Let y € V. Then as S is a basis for V, y = > S,v with §, € F almost all zero
veES

Then

y={ 3 Bu| tBua— Y )

veS—{vo} veS—{vo} O

- Z (ﬂv - ﬂvoj_v)v + ﬁvox

veS—{vo} 0
Hence y € Span((S \ {v}) U {z}).
Next we show that (S\ {vo}) U {x} is linearly independent.
Suppose that ZUE(S\{UO})U{x} Byv =0 with 8, € F almost all zero.

Then



0= Z U{z}p,v

ve(S\{vo})

= B + Z Byv

ve(S\{vo})

= Bs (Z ozw) + Y Bw

vES ve(S\{wo})

- 62:()500@0 + Z Bv + Bmav
vE(S\{vo})

As S is linearly independent, S,c,, = 0 and for v € S — {vo}, (B, + Bevy) =0
As ay, # 0, 5, = 0. Hence /3, = 0 for each v. Hence (S\ {vo}) U {x} is linearly independent.

Then (S \ {vo}) U{z} is a basis.

3.2 Part (b)

See pages 5 and 6 of Lecture 10 notes.

4 Part IV

Define T :V — W by T(wl,wg,UJ3) = Wy + Wy + ws.
We claim that T is a surjective linear transformation.
Indeed, observe that for a € F, (wy, wa, ws3), (w], wh, wy) € V we have

T(a(wy, we, ws) + (w, wy, wy)) = T(aw; + wh, cws + wh, aws + wy)
= aw; + W] + awy + wy + aws + wy
= a(w; + wy + w3) + wy + wh + wh

= oT (w1, wq, ws) + T (w, wh, wh)
Hence T is linear. Furthermore as W = W; + Wy + W3, for w € W, there exists w; €
Wi, wy € W, w3 € W3 such that w = wy + wy + ws.
Hence w = T'(wq, we, ws), so T is surjective.
Now suppose that T'(wy, ws, ws) = 0.

Then wy + wy + w3 = 0, so kerT' = {0} if and only if for all w; € Wi, wy € Wy, w3 € Wi,
w1 + wy + w3 = 0 if and only if T is injective if and only if T" is an isomorphism.



Then suppose that 7" is an isomorphism. and let w € W; and w € W; + W}, for 4, 7, k all
distinct.

Then w € W;, and w = w; + wy, for some w; € W;, wy, € Wi.
Then w —w; —wy, = 0, hence w = —w; = —w; = 0. Hence w = 0 so W; N (W; + W) = {0}.

Now suppose that W; N (W; + W) = 0 whenever 14, j, k are all distinct.
Then let wy; € Wi, we € Wy, w3 € W3 such that wy + wy + wg = 0.
Hence wy; = —(ws + ws3) € (Wo + W3).

Hence wy € Wi N (Wy + W3) = {0}, so w; = 0.

Then wy + w3 = 0. But then wy = —ws € Wy C Wy + W;.

Hence wy € Wy N (W + W3) = {0} so wy = 0.

Hence ws; = 0.

Hence wy; = wy = w3 = 0, so T is an isomorphism.



